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CONSTRUCTION AND THE USE DOF MATRICES OF PROXIMITY
IN COMMERCIAL CENTRES

THIERRY TOCK
Summany

At present, planning is being considered from various points of view,
including the utilisation of space 1n shopping precincts planned by property
developers. Utilisation of space must be based on a sound knowledge of the
reglationships between the amount of space required for certain types of
shops or businesses. This study provides a comparison of the advantages of
each of two methods which demonstrate these relationships when analysing
the sites chosen for shops or businesses in precincts, selected at random
for purpose of this analysis. Apart from many other advantages, the first
method, known as INDSCAL, gives a clear and concise picture of the situation
and the relationships between the various categories of shops, whilst the
second provides a mathematical analysis of these relationships. Satisfactory
results can only be obtained by analysing the results of both methods
together.

Intrhoduction

At present, planning is turning towards various new fields. Structural
planning of shopping centres, which was once left to the initiative of the
individual, now tends to be assumed more and more by private and public
developers. If their activities are to be completely successfull, the natural
laws which govern the planning and use of space in commercial enterprise must
be respected as far as possible. We are not as yet fully aware of all the
implications of these laws, soc that more detailed research into how they

work is needed,

Indeed, the positions of these shops relative to one another (see
Getis & Getis, [5), p. 330) cannot presently be determined by anything mare
than reasoning based on intuition, knowledge of grouping characteristics of
some retail establishments, differentiation of shoppers, goods from conve-

nience goods stores, the belief that some sort of economics of agglomeration
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exists between certain kinds of firms or by some notions derived from empi-
rical evidence of consumer movement. The weight of these factors are varying
from town to town and sometimes from person to person. The principal steps
of the shop location only stay the same. So, when a salesman 1is looking fcr
g new location, the data which he can get about his neighbours are of two
kinds : firstly, the nature of their activity and secondly, the standing of
their shop. With respect to the way in which he thinks he will be able to
increase his benefit, he will disgress or come nearer to some categories of

shop. In this way, some typical associations of our towns are formed.

It will be important for the planners to identify these specific
affinities or repulsions to be able to produce a model for a spatial struc-
ture. The goal of this paper is to develop a methodology more efficient than
the simple nearest neighbour analysis (see Pinder & Witherick, [8] , pp. 227-
288), giving a synthetic view of the associations of a town and permitting

to distinguish the significant associations of those which are not.

Consthuction of mathices of proxamity

The first step of the research will be to construct & data set concer-
ning all the shops of a town. Information related to shop i location can be
structured in the following manner ;

Given Xi0 Yio ki, li’ D

where - Xy yi are the coordinates of the location of shop 1

- Ki is the encoded number of the district of the town in which the
shop 1 is situated. It is a key of the partitioning of the file based
on areal domains. In fact, it is supposed that inside a district, the
spatial and commercial structure stays homogeneous.

= 1i is the value of an attribute relating to the nature of the activi-
ty or to the standing. Although it is possible to carry out an analy-
sis on the basis of several of these factors at the same time, we
will confine ourselves here to developing our theories using one
aspect only.

- D is the maximum distance for which two shops may be considered in
close proxomity. We have chosen 50 meters. This definition comes
closest to the actual situation since experience shows that even 1if

a businessman wants to choose a site as close as possible to another

shop, the land market rarely provides the opportunity of setting up



a business actually next door to the shop in guestion. The businessman
will then have to try and find a site sufficiently close as to benefit
from the advantages which he had hoped to gain by close proximity.
This distance may vary depending on the type of commercial activity,
the person concerned, the way in which the area between the two busi-

nesses has been used,... (see Thompson, [11], pp. 1-B).

Although land surveying may provide useful information on degree of cor-
rective coefficients which will have to be applied to a standard and arbitrary
distance, it is often preferable simply to use the standard distance. In
practice, apart from the simplicity of the method used to determine the stan-
dard distance, test calculations worked out for several distances have shown
that there 1s a linear relationship between the final matrices obtained. The
task of measuring this distance on land is also a very delicate one, often
subject to numerous errors. For example if we want to plot all the business
units in a cadastral and measure the space between them by using their coordi-
nates, our calculations may be based on a theory of substituting a perfect

Euclidean area for the real urban one.

This theory is difficult to put into practice since buildings may
obstruct direct access to any predetermined destinations. Even if a distance
of only 30 meters, as the crow flies, separate two shops, customers may still
have to walk twice this distance either through having to go round a row of
houses, or along an unavoidable pedestrian route or any obstacles which na-
turally tend to make the journey longer. Obviously, not all these obstacles
are immediately apparent on the map and the distances between shops or busines-
ses will have to be measured on the spot if any degree of accuracy is to be
obtained. Although objectivity would seem to be the major factor in any calcu-
lations made by this method, one consideration is however left out : the
shopper will find the actual distance long or short depending on how much
shopping he or she is carrying, the degree of attraction which window displays
hold for him, how crowded the route is, ... (see Meyer, [8], pp. 355-361).
Since measurements made in situ are not always too efficient as has been shown,
these distances are usually calculated by using maps. Furthermore, this system
has been more competitive with the development of data processing (see Baxter,
(1], pp. 176-179). Instead of determining new directions of axes - along an
perpendicular to the main streets considered - for each shop, it has been pre-
ferred only to consider the shops of a same homogeneous urban section in which

there exists no spatial interruption.



Algurithm

Known N =1 =1, 2, 3, ««« » n where n eguals the total number of shops in a

given town

Nk the total number of shops in the district k

Nkl the total number of shops in district k and in category 1

K the total number of districts in the same given town

L the total number of categories into which the wvarious features

have been divided

V the number of neighbouring shops within which close proximity to
another unit has been sought

T;;] is the number of shops of type m in a district k which lie within
distance D of a shop of type 1 in the same district

Uiﬁj is the number of shops of type 1 for which there are p shops of

type m among the V nearest shops this index is calculated globally

Tor the town.

- Construction of the first index

1} Initialization

Tih] 5 forl = 4, 2, 3, . , L
" m=1, 2, 3, s s
K =1, 2, 3, veu , K

2] Vi g N, read ., V. K:u 1.
i g i i

3) vieN, VieN, VYi#j, Vk =Kk

2 \
calculation of d.. = \¢4§. = g F= % [ = y.]z
1] 1 J 1 J
4] Choice of a reference distance D within which two shops may be considered

to be in close proximity (for ex. 50 meters).

[kiJ [kiJ
5) ¥ dij-é 0, then Tl,l. = Tl,l_ + 1
< y I
6y T+ (K L T if N> N
Im N k1 Km
kl
(k)
7
(k)] _ 1m i
™ Im N 2 N = g

km



IT*[E; form a tridimensionnal matrix constituted of K tables and L lines

and L colums

Construction of the second index
1) Initialization
(wv)

L =0 for :F = 1y 25 8, seay bk
im

Z) and 3) see above

4) Vi e N,V 1+ ],
VK, = k,
i 4

.. = min d.. = calculation of associated 1
2 4.3 T
1 JeN 1

e TV 7 2y Ty ooy aeay N

=
I

min di.-+ calculation of associated 1P
\ JeN \

. Among the V nearest shops, selection and incrementation of the

categories which are not represented

Ym= 1 U[U} = U{D] #: Y
r 1.m 1.m
A% i i
 for 1 = where v = 1, 25 3, sssy V
Ty Ty
’ s 1, 2y 8, wy WY
if p = S, where S, is an integer [1,V]
r 5
v v
(p) _  (p)
Y Y !
i 2 il
v Y]

[Utﬁi‘ form a tridimensionnal matrix constituted of V tables at L lines

and L colums



5) End

The formula set sbove clearly shows that there are two ways of looking at the

guestion of proximity of shops.

Once the first part of the algorithm has been completed as demonstrated
above, we are left with a tridimensionnal matrix comprising as many tables
L x L as there are districts in the town. The elements in the diagonal compri-
se the indices of proximity within a given category and when all the factors
remain constant, their values are twice the value of other indices since there

are equal to the contraction of 2 symmetrical elements of a table.

For a given category, notwithstanding this rule, the index of the dia-
gonal is not always the highest one, and this will give rise to major problems

when the statistics are analysed later.

Once the second stage of the algorithm has been completed, another
3-dimensionnal matrix is obtained, made up of V + 1 sguare tables with L lines
and L columns, where V is the number of neighbours selected for the analysis.
These tables show the number of times a category x was associated 0, 1, 2,
vews V times to a category y within the period during which V neighbours of
n businesses in a town were observed.

This technigue does not fully resolve the problems pertaining to the distance.
In practice, because of the buildings and pedestrian precincts which the
shopper must pass, the ith neighbour may sometimes be farther away then the
i+ 3 apud * 4th neighbour. Here, the issue is not arbitrarily determining a
distance within which proximity can be said to exist. However, it is still
necessary to determine which businesses specifically chose a certain site in
view of proximity and to what extent ; in any event, V will depend on the
density of shops and businesses in a given area as well as the subjective ap-
prehension of it and the layout of cadastral plots. The ideal solution would
be to determine V for each homogeneous section. However, this method, which
is an attractive proposition from the point of view of the quality of the
results, does not lend itself to the use of statistics and will therefore not

be applied.

Statistical use of matrnices

The matrices obtained from the first part of the algorithm are symme-

trical. However, the absolute value of the elements obviously depends on the



symmetrical value of the two categories which correspond to this element. In
order to work out a table where the elements are less dependent on the number
of shops per category, each element 1is divided by the highest number of one of
the two categories affecting each element. The symmetry of the table is thus

also obtained.

This method implies that the affinities will show a certain degree of
overlapping in the categories. This overlapping. however, is sometimes decep-
tive : whilst certain categories of shops do not go well together, other types
of shops have such a high degree of dependance that there is no deed to take
the proximity factor into consideration. Exceptions to the rule arise therefore
if the number of shops varies greatly from one category to another. It is ne-
cessary to work on the assumption that any such distorsions are minimal if the

table is to be kept symmetrical.

The table may be analysed by using various statistical techniques.
However, we consider that the best method is to look at the guestion from the
point of view of proximity. The aim is to examine the information contained in
one or several matrices - when exceptionally an analysis is being made of pro-

ximity factors in several centres at the same time - whose elements show by

district the extent of the relationships linking one category to another.
These indices not only provide a system of affinities but also permit these
affinities to be measured and thus constitute a viable formula for our analy-
sis. Among the possibilities offered by these indices, i.e. the analysis of
either agregate or individual statistics, the latter aspect is particulary
advantageous since it provides the opportunity of analysing the proximity
factors of several centre or several sections at the same time in cases where
centres or sectjnns are too heterogeneous to have given rise to the same type

of proximity factors over the total area accidentally.

Several aspects are important here :

- Firstly, there is always the maximum degree of proximity between one shop
and other shops from the same category. This constraint is merely the result
of the original aim of the INDSCAL formula which is to analyse the informa-
tion contained in a table of similarities between units where, by definition,
cach unit is most like itself. Since we have shown that this condition is
not always fulfilled in the proximity matrices of commercial units, the ele-
ments on the diagonal will be systematically ignored. It will not therefore
be possible to obtain any information on the relative position of shops of

the same tyme by the INDSCAL method.



= Secondly, the categories of shops have intrinsic economic or other charac-

teristics which affect the siting of commercial units.

- When arranging the positions of each category, the number of proximity
factors to be taken into account may be determined a priori. In general,
there will be two or three factors at play so that the results may be pre-

sented diagrammatically.

- The principles invalved in choosing a site are assumed to be constant,
especially with regard to the perimeter of the area studied. For example, if
a low degree of commercial activity in a distriet gives rise to a situation
where food shops are not in proximity to clothes shops, then this principle
must be assumed to be valid for any urban district where there is a low

concentration of commercial activity.

= Finally, only the various properties of the categories themselves affect
the actual siting of these categories. The features of the districts alone
are not determining factors and may only be taken into aceount in an analy-=

s8is 1f they show a general classification of categories for all centres,

The principle of the INDSCAL methad due to Carall and Chang, [4],
PP. 283-319, is as follow (see Bouroche, (3], p. 18 and Marion, [7], Pp. 15-
35)

From a 3-dimensional table, the method praposes to find out

1) a configuration of n categories in R of smaller dimension ; this configu-

ration must be common fer each district (see graphic I where p=2)

2) a configuration of points situating the K districts in ﬂp, 50 the projec-
tion of the district i on the axis J pointing out the importance in the

district i of the characteristic measured by the axis j in the configura-

tion of the categories (see graphic II).

Given k =1, 2, 3, ..., K all urban districts
ﬂ[k] . [a[k]] the table of indices of proximity
1m

between L categories of district k

%[ k]

) Tlm

I'where r < n a given integer

A matrix of scale products Bth] is calculated by the equations of

Torgerson [13], for each urban district on the basis of the matrix of distances
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(k]

A
BEk] . [ﬂ[k]]
(k)
= by "}
_ X’NEK]X
(k] (k) X
where the B are known ; so X and the W (see Bertier and Bouroche, [2],

p. 205) have to be estimated by the Niles - Non linear iterative least sqguare)

procedure proposed by H. Wold, [14] : for any value of X, it is possible to

estimate the w{k] by the method of least sguare. After, we consider that those

N[k] found at the preceding step, are fixed and a new value of X is estimated.

This procedure is recommenced supposing at each step whether X or the W{K]
are fixed at their precedent estimation. The residual error is decreasing and

generally, there is convergence.

le[h] x w[k] 0 1t is assumed that each district "weights"
l'.w (k] the axes of the represented space in order
] | to bring the distances between points.
0 W
r

The adeguation of the formula is verified by the percentage of explained

VAriance.

This method has been used in view to summarize the informations inclu-
ded in a file concerning the shops of Liége (see Tock, [12], pp. 236-238).
In the graphic I, the categories are located so that their affinities are
the most obvious in a two-dimensionnal space of which the significance may be
determined. Indeed, if we take a series of values for more or less bipolar
variables from each category (degree of concentration, size number, degree of
attraction, etc...J), the significance of the axes may be determined on the
basis of the position of the categories in the configuration. For example,
this may be done by calculating the correlation between the coordinates of
the categories on an axis together with the corresponding values of the varia-
ble. The criterion of division into classes is often found among the first
two ar three dimensions, i.e. status of the shops, turnover, nature of activi-
ty (this is less evident since it is not bipolar to such a large extent),

=5 1
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In the second configuration, the position of points depends on the
degree of importance attached to each dimension. Apart from some exceptional
cases, this weighting will always be higher than O and thus only the higher
quadrant law will contain the whole range of points. This configuratiaon is
interesting in that it leads to the discovery of a new classification of dis-

tricts based on the spatial arrangement of shops within these ones.

The matrices adopted in the second part of the algorithm are no longer
symmetrical. However, since the theoretical number of neighbours is unknown,
mathematical statistics meke it possible to determine the real meaning of as-
sociations. The principle is to compare the observed freguencies of neighbou-
ring to the theoretical ones. The number of times where throughout a town out

of V neighbours, each shop of the category 1 has v (0<v<\V) shops of the ca-
(v)

tegory m as neighbours is equal to (see last part of the algoritm) Ulm

Because there is more than one neighbour, it is no longer possible to
use the binomial law like it was done by Getis & Getis, [5], pp. 218-230 and
by Shepherd & Rowley, [10], p. 234 and instead, the hypergeometric law is
used for the calculus of the theoretical freguencies. Indeed, if the spatial
distribution of shops was random, the probability to find v shops of the
category m out of the V nearest neighbourgs of a shop 1 may be compared to the
probability to obtain v bowls marked "m” at the time of a simultaneous random

drawing of 20 bowls out of an urn which contains N ones.

P[U] [

IF o=v<V
Im
VN D [N=N =11 ! [(N=V-1] I
m m

vl (V=v]! (N -v)! (N-N_-1-V+u]! (N-1)!
m m

where N is the total number of shops of the town, Nm the number of shops of
Lhe category m.
We can substract 1 from N because we neglect the shop from which we calculate

the neighbours.

v/
(v] (v] .2
2 UEU [Ulm N1 x F:'lr*n )
Then, 1mxv : (v])
[Nl X le )

where ((V+1)-1) is the number of degree of freedom.

As a result of this probability, we know whether the position of a
shops 1 in relation to shops m is a chance element or not. A measure of af-

finity can eventually be deduced.

Ld



However, although this method of finding the Uth neighbour seems attrac-
tive, it does nevertheless have certain disavantages. For example, the [U—u]th
neighbour is sometimes separated by such a large distance that it is obvious
no attempt has been made to establish the shop as near as possible to another
shop. This means that if we want to keep to the test conditions listed above,

then there is no guestion of fixing a limit to distance.

On the other hand, even though this method enables us to single out two
types of association, i.e. A's relation to B and B's to A, it is not however
possible to deduce in real terms the extent to which the site of the neighbour-
ing shop has been chosen for proximity..Concerning this problem, an interesting

method has been developped by LEE, [G6], pp. 172-173 :

TF QH, DE are the mean-density factors of the shops of the categories A and B
nﬂ, Ny are the respective proportions of the two types
n, * A, =1

Then the probability that there are X shops B inside a circle of radius r of

which a shop A is the centre is

(-p,mr

Z
Epaﬂrjflx e ( Ny BE ) A
P =n, -

2. X
[pﬂﬂr} = ]

X1 B X1

From that, it may be possible to deduce the estimated radius of the circle™ "
that i1s to say the theoretical distance from a shop A to the nearest shop B.

This distance is compared with the observed distance which is equal to the

* If P 4is the probability that the circle contains O shop B

is thus the proportion of distance to the nearest B

Z
= fiy B pBﬂ11 + n a-pﬂ ek

A &

(1-F) is the proportion of distance from the centre A to the nearest

other shop A

Then, #(r] = Z2P)
E(r) = [, rf (r) dr
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average nearest neighbour distances between a certain point and its nearest
neighbour points from the other distribution.

So, this method permits to determine the way of the relation although PQB =
rzﬁ, nevertheless r:B # PSA and the greatest of the ratios ra/re will show

which category has attracted the other one.

Conclusion

The affinities between categories of commerce may no longer be over-
looked at a time when town planning is being developped to such a large extent.
In order to study these affinities, the ideal solution is to analyse the re-
sults of the three methods together. INDSCAL provides the possibility of ana-
lysing proximity factors in a chosen number of dimensions and brings the ele-
ments which lie behind the affinities to the fore, since a set of data is
available for each category. INOSCAL highlights the frequency of commercial
relationships observed in the urban environment. This method is very much
influenced by the number of shops in each catepory. The statistical tests
carried out in the second method have the advantage of giving results which
are totally independant of the number of shops. Such tests guantify the rela-

tionship!

The two first methods of analysing the problem therefore complement
each other since each concentrates on factors which are not covered by the
other method. Finally, it should be stressed that neither of the two methods
lends itself to analysing the layout of shops in too great a number of cate-

gories. Other methods such as the cluster analysis would seem more appropriate.
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MORE ON GOLDBERGER'S PREDICTOR

1
Ishay Weissman )

1, INTRODUCTION

Let Yl ERt and Yz ERB be two random vectors with expectations and co-

variance given by

Y X 9] 0
(1.1) |l ‘|=| 'l , @=|" e ],
*2 X, 0, Q,,

where }(1, XZ and { > 0 are known matrices of orders tXk, sxXx k and (t+s) x (t+s)

respectively, Pe Rk and rank X_. =t. A linear predictor for Y_, on the basis

1 2"

of Yl, was suggested by Goldberger (1962):

-~ - o | -
(1.2} Yz-xzﬁ+nmn“ (Yl-xlﬁ),

where 5 = (Xlla-lllxl}-lxllnl-ll “fl is the Gauss -Markov estimator of . In a re=-

cent paper, Loeff and Leclercq (1976) have shown that ‘?2 is the optimal predictor

by each one of the following criteria:
¢

(2) Minimum mean square prediction error (MMSPE) among linear unbiased

predictors;

(b) Maximum likelihood prediction under normality;

(c) Minimum generalized variance of the prediction error among linear unbiased

predictors.

1) Department of Statistics, Iowa State University. (On leave from the Technion,
Haifa, Israel).
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All of their results are proved by differentiation and then solving the resulting
system of equations. The purpose of this note is to derive criteria (a) - (c) and

(d) MMSPE among linear predictors with bounded error

by algebraic -geometric arguments only, i.e. by using orthogonal projections.
2. NOTATIONS AND PRELIMINARIES

Let A = {p = XIB : B Rk] be the regression sub-space, then the orthogonal

projection on A with respect to the inner -produce (x, ﬂ-lll z) = x'ﬂ;]i z (x,2¢ Rt) is
e -1_.1 -]
P=X_(X X .
1( 1011 1) Xl n111
The Gauss-Markov estimator of p = EY] based on the observation Yl is |j. = PYI

(e.g., Kruskal, 1961). Suppose we are told that EYZ = T for some linear trans-

formation T : Rt - RB, whenever EY] = u. We shall show in Section 3 that

F -1 - q-!
(2.1) T}.L+021£111(Y1"P-)-(TP+021 01 Q)Y =C_ Y,
is the "best" predictor of YZ by each one of the criteria (a) - (d) (here Q =1 - P).

Remarks. The definition of T is not unique. If EY, =Ty = T*u for all pe A, then

in particular Tﬁ. = T*ﬁ. Hence (2.1) is unaffectea when T is replaced by T*. One
choice of T is T = Xz(xllnl'll }{1)'1}{'10;1. Note that T = TP, TQ = 0 and that (1.2)

and (2.1) are identical.

3. THE OPTIMALITY OF CoYl

In this section we provethat CoYl is the optimal predictor of YZ by eachk one of
the criteria (a2) - (d).

Proof of (a). The most general linear predictor ot Y2 is CY1 + b, where C: Rt- R®

17



is a linear transformation and be¢ R®, The unbiasedness implies Cu+b = Tp for
allpe A. Hence b =0and C =T onA. Let GT = {C:Cx = Tx for all x ¢ A},

then we have to prove that

; 2 2
(3.1) cmm E”CYl = YE” = E”CGYI - Yz“ .
EGT
Assume first that QZI = 0, then for CEcT
2 2

Bllc(y, -w)|®+ B, - Te| %

The last term is unaffected by the choice of C. For the other term, we have

(3.3)  E|c(¥ - 4 = E||CP(Y, -p)| ‘4 E| cay | % 4 2E(CQY | CP(Y )

2

- B|TR(Y, )| “+EllCQY || ®+2E@Y , T'TR(Y, ),

since C'C = T'T on A. It is clear now that the CeoT which will minimize (3, 3) is
the one for which CQ =0, i.e. C = TP = CO, where Cn is defined in (1. 3).

This proves (a) for the case “2,1 = 0. For the general case we write

W eee L ik T o

-1
=(C-0,,0,,)¥ 2 "02100, 7, { ~%a

2 21%11 1"Y

(3.4) CYl -Y

as a difference between two uncorrelated random vectors. As we have just shown,

the optimal predictor C*Y. of Y; is one with C* = {T -QZIQl-Jll)P' and hence the

1
I_Cu'

Proof of (b)., Under normality, the likelihood function is of the form

1
. g ok : -1 -
optimal C for predicting Yz is (T -QZIDII}P 2 Q,;04

Ty af Y

Y, -Tp AU E

L{Yl,Yz,p}=Kexp ] ,

e K exp{-5U3,

18



where K > 0 does not depend on Y _, Y_ and p. In order to maximize L we have

™ &
to minimize U. In the case of n?.l = 0, we have
-1 -1

) -1 -1 -1
= (P(Y, -p), Q] POY ) + (Y , ], QY ) + (Y, Tk, 055(¥,-Tp))

-1
>@QY,, a4y QY))

with equality for p = ;. = PYl and Yz = TI: = coYl'

Hence CDYI minimizes U.
In the general case, we make use of the one-to-one transformation {p,YZ} “

{p.,Yz} , where Y; is defined in (3.4). Now, Yg and Yl are uncorrelated, and

) .--# 3 _1
yand Y, = (T -0,,0,,)PY,

%

zare;':.:PY

hence the optimal values for p and Y

respectively, resulting in ?2 = CoYl'

Proof of (c). The covariance operator (or matrix) of CYl - YZ for Ce @T(and {112= 0)

is
i 1 ' 1 I
G(C)-Cnllc +QZZ—TP[‘111PT +CQ011QC 0,5

and we have to show that det G(C) is minimized over C, by Cﬂ = TP. Since

T
CQQllﬁ o} > 0, it is clear that

det G(C) 3det[TPg”P“r' +3,,} =det G(C )

(see Rao (1965) p. 56, 9(ii)). When {‘112 # 0, we use (3.4) and the argument
thereafter,

Proof of (d). Criteria (a) and (c) restricted the choice of the optimal C to the

class Cop Suppose now that we predict Yz by CYl + b. Then, assuming Q" 0,

we have
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=Bl -w) 2+ )Y, -1 ][ (C - T+ 2,

(3.6) EHCY1 +b-Y

Under criteria (d), (3.6) is bounded for all pe¢ A. This can only happen if C = T
on A, i,e,, CE(‘_',T. The best choice for b is then b = 0, If indeed b = 0 and Cgc,T
then (3.6) is equal to (3.2) and the proof follows from the proof of (a). The same

18 true in the general case where {112 ;5 0.

Concluding Remarks. The fact that bounded error (with b = 0) implies unbiased -
ness is also true in estimation (Krushal 1961).
5 2
When (0 is known up to an unknown positive constant crz, () =0 QU’ say, then Cu

depends only on Q, and not on :rz. When (0. ) = 0, the problem of predicting YZ is

12

equivalent to the problem of estimating EY_ = 'I‘}-IJY1 on the basis of Y

2 1°
Loeff and Leclercq (1976) minimize E“B(CYl - Yz)uz for arbitrary regular

matrix B rather than (3.1), This is not a more general problem but rather a

reparametrization of the same problem: to see this, define C = BC, ”'r:zz BYZ'

and the problem is to find the best Cfor predicting :f'z.

REFERENCES

Goldberger, A.S. (1962). Best linear unbiased prediction in the generalized
regression model. J. Amer. Statist., Assoc., 57, 369-375,

Kruskal, W.H, (1961). The coordinate-free approach to Gauss-Markov estimation,
and its application to missing and extra observations. Fourth Berkeley Symp.
Math. Statist. Prob., 1 435-451,

Rao, C.R. (1965). Linear Statistical Inference and Its Applications. Wiley, New York.

Van der Loeff, S.S5. and Leclercq, L. (1976). A note on Goldberger's best linear

unbiased predictor in the generalized regression model. La Rev. Belge de

Statist. 1'Inform. et de xech Dper., 3, 37-42,

20



TUTORIAL PRPER IV SELF-QRGANIZATION IN HUMAN SYSTEMS
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Université Libre de Bruxelles.

ABSTRACT

In recent years new concepts have emerged for the natu-
ral sciences related to the self-organization or structural
evolution of complex systems. This new paradigm is discus-
sed, and several applications in the field of economics, and

urban systems are described.

INTRODUCTION

In our attempts to understand and 'deal with' the com-
plex ties of the world around us we commonly construct 'mo-
dels' either intuitively in our heads, or explicitly by set-
ting them down on paper. The essence of modelling is that
it be a 'reduced description’ where "superfluous' detail and
particularity are passed over, and only the essential re-
mains. Briefly then we search for something which is easy

enough to work with, but which nevertheless captures and go-

verns what we consider to be the important features.

Yet we often have cause to ask : what level of descrip-
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tion is really required to describe the evolution of a par-
ticular system ? O0Often a 'system' analysis or a 'model’ of
a system 1is written as a set of interacting differential
equations describing the time rate of change of certain 'va-
riables’. These latter are wusually aggregate or average
‘variables' over the system or some region of it, and their
change in time is supposed due to the occurrence of 'typi-

cal' processes expressing average behaviour.

The first fundamental point of divergence of common
sense with many ‘models' is their ‘determinism'. The ques-
tion we must ask is : when is the passage from a complex,
complete real system to a reduced, deterministic description
adequate ? The answer has recently become clear as a result
of progress made in the natural sciences concerning the ori-
gin of structure and organization in the universe (Glans-
dorff and Prigogine, 1971). In systems at or very near to
thermodynamic equilibrium the macroscopic, reduced descrip-
tion is valid. However, for systems which are far from
equilibrium, open to flows of energy and matter then non-7i-
near interactions can lead to a breakdown of the macroscopic
description because of the possibility of bifurcation and of
the multiplicity of solutions. Where bifurcation occurs the

reduced description is inadequate.
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Consider the modelling of the growth of a population X
inhabiting a region with 1imited resources. The basic des-
cription is simply to suppose probabilities of birth and
death due to the different procesges going on in the system,
and to construct the so-called 'Master equation' which go-
verns its evolution. This essentially considers the net 1in
or out movement per unit time for each 'slice' of probabili-
ty P(X,t) and in this way generates both the movement and

¢hange in shape of the probability distribution in time.

A
P(x)

out

Fig.(1l). Probability distribution of X.

Now if we study the change of the average value of X,
we must simply multiply the master equation (1) by X and in-
tegrate over all X. The 'first moment' approximation as
this {is known then tells us how the average values of X

changes as a result of the varjous processes which cause the
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increase or decrease of X. If, for example, we consider a
probability of birth per individual per unit time which de-
pends on the quantity of resources left in the system :B(1 +
X/N), and the simple probability of death per individual per

unit time, M then, we have for the Master equation

dP(X,t) = B[ (X-1) (1 + X/N) P(X-1)

- X (1-X+1) P(X)]
N

+ M [ (X+1) P(X+1) - XP(X}] (1)

and multiplying by X, integrating and considering unit area

of the system we find

dx = bx (1-x) - mx (2)
dt N

the Togistic equation, where x is the density of individual,
and b and m have dimensions of inverse time, N is the densi-

ty of resources in absence of x.



Typically, we have a dynamics of the type shown in fig.

(2).

—
Time

Fig.(2).Dynamic growth or decline according to equation (2).

However, if we examine more carefully this equation,

then we find that it affords a very simple example of bifur-

cation. We note that for example, x = 0 is always a solu-
tion. That is ﬁi = 0 when x = 0. However, there may

exist a second solution, x=N(1-m/b) corresponding te a real
positive solution provided that b => m. Thus we may say,
thaf a study of the stationary states of the kinetic equa-
tion does not permit to us to say unamﬁiguous]y what the po-
pulation of the system is for b>m. It could be N(l-m/b) or

0, and at present we have no information which.

However, extra information can be obtained by studying

the kinetic equation and thinking about the 'stability' of
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these two solutions. Since in the real world we know that
the actual density of the population x will fluctuate
around the average values predicted by the mathematical mo-
del (2), then in the real world for a stationary state to
persist, it must have the property of 'resisting' or 'dam-

ping' such fluctuations.

The stability of the two possible states Xy = 0 and
Xg = N(l-m/b) can be ascertained by considering the beha-
viour of the kinetic equation for arbitrary values of x. In
this way, we have marked on a diagram the direction of mo-
tion of x (either increasing, of decreasing) *that the kine-

tic equation obliges for any particular value of x fixed N

and m, where N =0 and m—0and for different values of b=,

This allows us to draw the diagram (3) showing the glo-

bal stability properties of the system.

Yvyvy w Yvyy
stable
L
/1 A
/‘l\ | m:.ue

m b
Fig.(3) A diagram showing the behaviour of the system and

its global stability properties.



Thus, when b < m, there is only one solution, Xy =0,
and this solution is globally stable, attracting all initial
values of x. When b= m however, there are two solutions,
but x = 0 is unstable.The solution x = N({(1-m/b)} is stable

and attracts all initial values of x as shown in fig.(3).

This rather trivial result, can be made considerably
more interesting if we write the 'mortality' term m, in
terms of the disappearance of x because of a predator, whose
density we shall suppose fixed, and which ‘'grazes' on the
prey x when it encounters it, However, when prey is abun-
dant, we will suppose that each predator can only eat his
"fil1', and therefore total consumption of x cannot exceed
some maximum value per predator. The simplest term which

represents such a situation is the following

mx — Sy X

1+X (3)

where, when x is small (x ===1) then the rate of decrease
of x is proportional to the rate of encounters between pre-
dator and prey (Syx) while if x is large, the rate of con-
sumption of x is simply proportional to the density of pre-

dators (Sy).
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Qur modified equation reads

dx = bx (1-x) - sxy (4)
dt N | +Xx
Again, x = 0 is always a solution, but there are possibly

two other solutions given by the quadratic equation
x2 - (N-1)x - N(1-sy/b) =0 (5)

which Teads to

x= = N-1 - 3\,/(N-1}2 + AN(1-sy/b)
£ (6)

—

xT = N-

N-1 + l\/(N—l)z + 4N(1-sy/b)
2 2

The behavior of the system as a function of b is shown be-

1ow

Ny

x-{o tdble al
4Nsy sy
(N1 b
Fig.(4). Solutions x as a function b.




Thus, for b=T4Nsy we have one stable root x = 0.
(N+l)1

for 4Nsy =—b <Tsy then both x = 0 and x¥ are stable,
(N+1)* :
through x~ is unstable.

for b ==sy , we have only a single stable root, x*.

Here we see that for a certain range of parameter values,
we have three simultaneously possible solutions for the de-
terministic, average equations, and now even stability ana-
lysis does not suffice to confine the system to a unique
state, since two of there solutions are stable. Thus, in
reality, the state which we shall observe for a particular
case will depend on its history. This is a first very sim-
ple example of how the concepts of 'memory' and of 'choice'
enter into a problem described by a set of macroscopic equa-

tions.

The importance of this particular model for agricultu-
re, fisheries and any exploitation of a naturally reprodu-
cing species can be seen by considering the 'bifurcation’
diagram drawn for a fixed b and N, but for increasing num-

bers of 'grazing' species y.
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X
x-&-
reckdown
/
/
,(/-/
’d'
- AN r
o
4Ns W(

Fig.(5). Possible solutions of x as a function of increa-

sing grazing y.

Thus, increasing the grazing herd steadily,at first Teads
only to gradual decrease in the density of the prey. Howe-
ver, at a certain point, only a small increase in y, produ-
ces a sudden collapse of prey numbers, that will entrain the
subsequent dissapearance of the grazing herd and a breakdown

in the system,

In reality, the calculation of this critical point
must take into account the precise nature of the fluctua-
tions of population, of b of N and of S, for on these will
depend the level of grazing which can be maintained without
risk. Failure to do this has led to ecological and economic

disasters in the past !



In chemistry some very much more complex bifurcations
have been studied, giving rise to many different'possible
solutions of the chemical kinetics, solutions which differ

qualitatively. For example, the reaction scheme ,

B + X _— Y + D

2X + v —_— 3X

where X produces Y, which in turn procedure X has been in-
tensively studied by the Brussel's school (it is even known
as the Brusselator) and various different types of self-or-
ganization have been found. By regulating the flows of the
initial and final products. A, B, D and E, one c¢an move
away from equilibrium and, at a certain critical distance an
instability occurs. This threshold marks the point at which
the least fluctuation can cause the system to leave its uni-

form stationary state.

When this occurs a fluctuation is amplified and drives

the system to some state characterized by the coherent beha-
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viour of an incredible number of molecules, forming perhaps
a moving zone of high concentration of component - a chemi-
cal wave - wherein the chemical reactions maintain the spa-

tial organization.

These are 'dissipative structures' new, organized sta-
tes of matter some examples of which are shown in the figu-
res (6) and (7). They correspond to organizations of the
system which exceed by many magnitudes the scale of the in-
teractions betweeﬁ the individual elements, in this case mo-
lecular forces, in fact over lengths related to the non-11i-
nearities and the diffusive forces in the system. All that
is required by a structure to 'explain' its persistence once
it has arisen stochastically from an instability, is that it

be stable.

This description contains both deterministic mecha-
nisms (the chemical equations) and stochastic, randoem ef-
fects (the fluctuations) and it is these Tatter that are of
particular importance when the system 1is near to points at
which a new organization may change. These points are cal-

lTed bifurcation points.



:

Fig.(6). A cyclic spatio-temporal stucture of propagation
chemical 'waves', as the concentration of intermediate X

follows the sequence indicated in 1—— 8.

ia [
15

0 05 1

Fig.(7). 1If we allow for the diffusion of A into the system
from the walls, then we can have the formation of a dissipa-

tive structure having its own length scale.



34

Complex systems can ofcourse have a whole series of bi-
furcations points, as for example we shown in fig.(8), where
the diagram of possible solutions is drawn as a function of

some parameter p involved in the interactions.

A

X(r)

>

P

Fig.(8). A bifurcation diagram showing the possible solu-
tions as a function of parameter p involved in the interac-

tion.

Between two bifurcation points, the system follows de-
terministic laws (such as those of chemical kinetics) but
near the point of bifurcation it is the fluctuations which
play an essential role in determining the branch that the
system chooses. Such a point of view introduces the concept
of 'history' into the explanation of the state of the sys-
tems. For example, in fig.(8), the ‘'explanation' of the

fact that the system is organized according to the solution



C, necessarily refers to the passage through the structures
B and A. No 'explanation' can ever deduce the unique neces-
sity of finding the system in state C for the particular va-

lue of the parameter P.

A wvital point that must be understood 1is that these
two dﬁfferent aspects of evolution correspond to situations
‘far from', or 'near to' a bifurcation point. In reality,
what we have is that far from a bifurcation point, the pro-
bability distribution is sharp and singly humped. Thus the
'average' or macroscopic equations of our model (the first
moment approximation) effectively govern and determine the
state of the system. However, near a bifurcation point, the
non-linearities on the interactions cause the probability
distribution of the underlying stochastic process to kink,

and Tead to a double humped distribution.
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P(x)

second
hump

—
average

Fig.(9). Appearance of a second hump due to non-linear in-

teractions.

Thus, the first moment or average description is now hope-
lessly inadequate to describe what the system will now do,
and in fact what occurs is that the system may Jjump to one
or other of the‘humps. An important remark concerns the
‘danger' of interpreting the behaviour of a system as being
governed by a potential function. For example, one could,
retrospectively construct a 'potential' which behaved as so-

me inverse probability func tion,

&

Px) V(xl"

X X

Fig.(10).
a) Double humped probability b) Potential well designed to

distribution 'mimic' (a).



but in general such a construction serves no purpose. Firs-
tly, for more than one variable it is in general impossible
to construct such a function, meaning that the class of non-
1inear dynamical systems contains as a small subset thos de-
rived from a potential function. Secondly, we must recall
that the differential equations of our 'model' are in fact
only the first moment approximations to the master equation
and that it is this latter equation that really governs the
system. Thus, even for a one variable problem where it is
possible to intergrate the right-hand side of the differen-
tial equation in order to obtain a potential function, there
is no guarantee that this will in fact imitate correctly the
true shape of the probability distribution. For example, it
is true that we can integrate, the logistic equation

I _gx -be to give a 'potential', (\/cx)=cx§— bg), but in

dt
reality, we could have different stochastic dynamics under-
lying the first moment approximation. For example, the pre-

sence of term
X— X + 1 with probability AX2

and

X——X - 1 with probability AXZ
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does not change the 'average' equation, but does change the
‘shape' of the probability distribution P(X,t), and hence
the 'potentials' obtained by integrating the first moment
equation would miﬁic incorrectly the behaviour of the system
when perturbed from its stationary state. In a word then,
the clean, closed, geometrical world of potentials and ca-
tastrophe theory is in general not relevent to the real, so-
mewhat messy but much more interesting, world of complex
systems evolving through successive structural instabili-

ties.

This type of‘evo1ut10n, involving both determinism and
chance, has been called 'order by fluctuation', (Nicolis and
Prigogine, 1977) and we see that this extension of the phy-
sical sciences offers us a paradigm which is potentially of
great 1importance for the biological and social sciences
(Prigogine, Allen and Herman, 1977). There is already an
extensive literature concerning different applications of
these new ideas in various domains. In the study of oscil-
latory biological phenomena (Goldbeter and Caplan, 1976),
(Goldbeter and Nicolis, 1976), for example, and in the pro-
blem of 'morphogenesis' (Erneux and Hiernaux, 1979) in the
early states of embryo development. Also, the development
of models treating the problem of cancerous growth, as re-

sulting from an instability of the immune system, have been



made and explored in both steady and 'noisy' environments
(Lefever and Horsthemke, 1979). Other studies have been un-
dertaken which explore the role of these new ideas in our
understanding of the 'order' thaf reigns within animal popu-
lation, and in particular, in colonies of social insects.
(Deneubourg and Allen, 1976), (Deneubourg, 1976). We shall
not go further into such quesfions here, but move on to dis-
cuss the impact of these new ideas on our understanding of

human systems.

2. SELF-ORGANIZATION IN A 'SIMPLE MARKET SYSTEM.

Having mentioned the evolutionary paradigm offered by
'dissipative structures' in the realms of chemistry, biology
and ecology we now turn to a brief description of some re-
cent applications to human systems. The characteristic of

such systems is that they are made up of a multitude of 'ac-
tors' of different types, each having its own particular
criteria and values, as well as different opportunities and

power in the systems.

The economic and social sciences have developed in an
attempt to understand and clarify the workings of society,

and where mathematical modelling has been used, it has been
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Targely based on the analogy between equilibrium physics
(for example, an equation of state P = RT/V). Thus a 'glo-
bal utility' for social or economic system is often used to
'explain' its evolution, in a manner akin to the 'increase’
of entropy characteristic of an isolated physical system.
Similarly, some polynomial form is often supposed to express
this 'global utility' or potential and since this can lead
to multiple solutions,to folds and cusps, the evolution of
the system as a whole is 'pictured' as being one of movement
along this surface, and of 'catastrophic' jumps between
them. It is our contention that for most complex systems,
particularly humain containing ones, this analogy is in ge-
neral false, and that the 'construction' of such a potential
can only be performed 'after the event' and as we have dis-
cussed above only constructed to 'mimic' what has been ob-
served and which in fact results from the complex dynamic

interplay of the decisions of different actors.

What we are concerned with throughout this paper, is
what Herbert Simon has called the ineradicable scahdal of
Economic Theory - imperfect competition. In reality this
scandal extends over the whole of social science and biology
and concerns, the dynamic interaction of what can only Toose
be called 'supply' and ‘'demand'. It concerns emergence of

structure and organizations in open systems.



In order to proceed further, we must now try to identi-
fy the significant actors of the system, whose decisions,
and the interplay of these, will result in the particular
patterns of consumption observed. These we shall suppose to
be consumers of varying wealth and taste, and entrepreneurs
investing in the production of particular products, and
adopting different possible strategies to secure and make

profitable this investment.

The next phase of modelling is to attempt to construct
the interaction mechanisms of these actors, which in princi-
ple requires a knowledge of their values and preferences,
and ofcourse how these values conflict and reinforce each

other as the system evolves.

How can several different criteria be ‘combined’ in or-

der to given a wmeasure of the probability of a particular

decision ?(Roubens, 1980} The basic idea accepted by multi-

criteria analytists is that we may suppose that a given ac-

tor is at least conscious of some major criteria, in each of

which he can define a direction of preference, and also that
in addition, he can assign some measure of their relative
importance, even if it is very vague., Clearly, the idea of
a 'pay-off' which will occur in the future following an ac-

tion involves the actors capacity to believe that he can
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predict the future over such a time. Thus it depends on his
confidence in the 'model' he is using. This is yet another
aspect of 'learning', which as we shall see permeates the

discussion of modelling in human systems.

Another vitally important factor which must be inclu-
ded in any modelling of decisions is the fact that we have
in general non-linear responses to given changes in stimuli.
In general then the problem of assigning a number to a given
value of a criterion such that it measures our 'reaction'
and 'sensitivity' to that reading, comes down to some non-
linear projection. However, such an approach will also open
the door to the consideration of qualitative factors, for in
reality there is no difference between the input of a 'quan-
tity' to which we may be unduly sensitive, and a 'quality'
which although the input is not strictly a number, neverthe-

less may have a number assigned to it.

A particularly clear way of visualizing the problem is
to suppose that the axes corresponding to each criterion ha-
ve a common origin, which represents the 'ideal', the most
preferable solutions imaginable. For example, we may wish
for the biggest, fastest, most comfortable car, butwhich
costs zero money ! If this is the origin of our value spa-

ce, then in fact the choices open to us will be out away



from this origin, offering various compromises of size,
speed, comfort and price. The question is, how ‘are these
different possibilities perceived and weighed by indivi-

duals?
Let us suppose that we consider two choices only, and
that the axes are viewed as having importance By .o ,oq )

e X
price

oG Z

smallness,”
discomfort

Fig.(11)

The two choices viewed by this individual are now some dis-
tance from the origin, and in general we see that these

'distances' should be calculated using the formula,

dp = /“"1"1)2 + (py1)2 + (ex321)2
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dp = \/(O‘IXZ)Z + (oXy)2 + (e323)?

Thus 1f e, , is increased the probability of choosing the
cheaper car is inéreased.ln this simple example then, we ha-
ve supposed a linear sensitivity to each 'pay-off' value,
given by the weights as well as complete certainty as
to the values of the pay-offs. In reality, we must admit
the possibility that instead of simply using a weighting we
should use a ‘projector' which will map the 'pay-off' onto
each axis or criterion, taking 1nf0 account the effects of
constraints which may lead to thresholds and extreme sensi-
tivity in certain ranges. Clearly, a Boolean type analysis
is an extreme example of such non-linearity, and indeed cor-
responds to a 'satisficing' behaviour which may be impor-

tant, particularly in uncertain situations.

Another point which should be emphasized is that when
ever we examine a decisional problem invelving a given set
of choices, say which car should we buy for example, it is
important to remember that in addition to the given choices
of different makes of car, there are the ‘'other' choices
lying outside the 'automobile market'. Thus, 1in the exam-
ple, we have considered above, we must add to the two choi-
Ees we have shown, by considering the ‘pay-off' associated

with not buying a car. It costs less, probably, but is slo-



wer and less comfortable. Thus our diagram should be amen-

ded to look as below.
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Fig.(12)

The presence of this third cﬁoice means that clearly
there is some probability that is will be chosen, and what
we may note is that as the 'distances' d; and dp both in-
creases for the 'poor' individual, so the probability of ma-
king the third choice increase. This effect will be all the
more strong if for example the individual making the deci-
sion Tlives 1in a locality which is well served by public
transport, or where goods and services can be obtained To-
cally, on foot. The presence of this 'external' choice is
important in understanding the size of a given market, which
will change as the relative 'distances' of the average choi-
ce within the system and that of the choices outside change.

This sort of effe&t may be of great importance, for exémp]e,
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in the residential location decisions of an urban popula-
tion, who may as prices, density and pollution increase wi-
thin the urban area, switch their preferences to Tocalities
outside the 'syétem' being modelled. Models which 1ignore
this will of course go completely wrong. Similarly, as
‘distances' and dissatisfaction' build up in a system, that
is with the opportunities available to the indivigualé; S0
the relative attraction of 'opting out' may become large.

In other words, the observed behaviour of individuals
results from the 'dialogue' between the choices available to
them, and their needs and constraints.Adversity can be ei-
ther a spur to the search for new solution which may lead to
an 'instability' and be adopted in the system, or it may
lTead to a rejection of the system, and to attempts to repla-

ce it.

Having digressed somewhat the wider issues underlying
observed behaviour and choices, let us now return to the mo-
re mundane problems of model building. How can we insert
the uncertainty and lack of information which may characte-
rize the pay-offs ? This can be handled quite simply, in
the following way. As we have mentioned above it is reaso-
nable to suppose that the probability of making a particular

choice 1is inversely proportional to its 'distance', in the



value space of the decider, from the origin. Suppose now
however, we wish to consider a situation in which there was
no information concerning these distances. If this were so,
then clearly, if there are two choices then they have an
even change of being selected. On the other hand, if there
is absolute certain knowledge that one of the choices is
better than the other, then we may suppose that there is a
probability of one that it will be adopted. An expression

which fulfills these requirements is the following ore.

Probability _1_)1
- P(i) = A _ g

ot choice i f *A—X—T

among all tho- %Aj ;;hgq

se possible j.

where I is a measure of the amount of information the indi-
vidual has to make his decision, A; is the perceived 'at-

tractivity'.

When I —= 0 we have equiprobability for all the choi-
ces possible, but when I ——= o then we have probability 1
for the choice corresponding to the shortest 'distance'.0f-
course, we could also take each axis separately and Took at
the uncertainty in that, since some facts may known precise-

1y, and others extremely vaguely. However, this would make
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our calculations very much more complicated in the modelling
which we shall present here, and so while nothing that that

is the correct procedure, we shall not pursue it further.

The main feature of the approach we are attempting to
build here, is that for each type of actor, according to his
means and his role etc., he will have a different value spa-
ce. It may be simply a matter of degree, or, it may also be
that we have a quite different set of values, probably rela-

ted to a different 'role' in society.

So far we have been discussing decisional behaviour wi-=
thout taking into account the fact that the system may be

evolving.

In a dynamic system the ‘'pay-offs' which characterize
each choice will change in time, as will the choices open to
individuals, and this evolution will be predicted by the de-
cision maker according to the 'model' he is either dimplici-
tly or explicitly using. It is somewhat disquieting to rea-
lize that the models we are going to build will contain the
behaviour of actors, which will in turn depend on the models
available to them. This is an important point because it
may influence the confidence which any forecast may be ac-

corded, and in that case the behaviour of actors may be more



dominated by 'satisficing' than 'optimising'.We shall return
to this point Tater because it may be of importance in dis-
cussing the use to which modelling should be put; that of
predicting the future evolution and of making the 'best' de-
cision, or rather of exploring the 'dangers' and ‘'uncertain-
ties' of the future and attempting to evaluate acceptable

and robust decisions.

In an evolving system then, each actor will attempt to
estimate the 'pay-offs' associated with a given choice, not
only instantaneously, but also over future times, and accor-
ding to the importance and weighting which he accords to fu-

ture times, he will decide which choice he prefers.

Let us now suppose that the probability of making a
particular decision i, from E: j. per unit time is propor-
tional to the relative attraé%ivityu From this it is now
possible to construct kinetic equations governing the evolu-
tion of the numbers of individuals adopting each choice.What
is of vital importance however, is that as a given option is
adopted so the 'pay-off' (costs, prestige, comfort, etc)will
change and so the choice pattern of the population will re-
flect this, as choices get nearer or farther along the dif-

ferent dimensions of various value systems of the actors.
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Consider a hemogeneous Population x faced with several

possible choices.

Then, we may write down that for any particular consumption
pattern (i.e. number of clients, S $95.0..5; consumed)

then we will have for the 1th choice,

nflbh g,l

Then,‘nCX:—}_:SJ- =
J ; =Y

95 = af; (ESJA_ - ST A (6)
c“E JE "EAJ ““JZA.
ié" CLS'L ( X AL = Su)
dt > A

o 3
and for severa] populations, Xj each with its own view of

(7)

I

the relative attractiveness of the choices, Aij’ we have,

é;s; = O.S(Z JA;' — S|) (8}
dt J EA
where the attractivity Aij of the i-th choice, viewed by
the population type j, is thus some inverse of the "distan-
ce' from the origin of i in the valye space of the type j,
raised to a power I, as explained above, related to the in-

formation available in the system.



In the first example, which we briefly describe here,
we have studied the dynamics of a simple market, where pro-
ducts are in competition. We have considered the simplest
case, where the ‘'value' space of the population consists
simply of two dimensions : price and quality. The origin of
each persons value space is taken to be that his 'ideal
would be the highest quality product imaginable at no cost.
In reality, ofcourse, the 'supply' will only offer products
where some compromise of price and quality obtains, and cus-
tomers will be attracted to the various products to diffe-
rent degrees. MWe have supposed a Gaussian function for the
weighting 'accorded' by the different members of the popula-
tion to the 'price' of a product, which could implicitly or

indirectly be related to a Gaussian distribution of income.

Using the equations of type (8) we have studied the dy-
namic interaction of products, competing for customers, with
prices fixed by entrepreneurs by adding a percentage profit
to the costs of production, and where we have supposed that

these Tatter increase proportionally with quality.

Now if there were no 'economies of scale', or multi-
plier effects, no market threshold or psychological effects
of fashion, then it is true that an almost infinite number

of products could exist each corresponding to the minimum
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‘distance’ djj in the value space of a particular indivi-~

dual.

However, this 1is not the case in the real world, where
economic and psycholqgical non-linearities abound. Thus, we
can show that, depending on the precise sequence of events
occuring in the system, that is the moment and size of the
launching of each product, as well as the profit margin
strategy of each firm, many different stable 'market equili-
bria' can be attained. For example, the sequence of events
may lead, for the same equations of interaction, to either a
monopoly, a duopoly or an oligopoly (and in fact many reali-
sations of each), and each of these equilibria is characte-
rized by both qualitatively and quantitatively different
flows of goods.In fig.(13) we see the state attained for a
particular set of parameter values in equation (13), when
all three products start at the same moment with 10 units of

production.

s
00
Quality 1 = *3
Quality 2 = <5
Qualty 3 =6
Fig.13.




In fig.(1l4) however, we see that for the same system there
are different possible outcomes which depend simply on the
timing of events. For example, if product 1 is launched
first then its sales volume moves to the stationary state
indicated, assuming that its profit margin remains at 20%.
Ofcourse, in the event of monopoly, the firm may modify this
profit margin, and this possibility could ofcourse be stu-
died by our model but we shall not concern ourselves with
this point here. If product 3 is introduced 10 units of ti-
me later, we move towards the duopoly indicated by thé le-
vels 1 and 3. If at time t = 20, we attempt to Taunch the
product 2 in the market, we find that an initial size of ten
units of production is no longer sufficient to allow its im-
piéntation. In fact, it can only establish itself in the
market at this moment providing it has an initial production
scale of at least 19.5 units. If this is the case then the

system evolves towards the stationary state indicated by the

levels [0, [ and J.

Already, our simple study reveals that the Tater a
firm arrives in a mar ket, the greater the initial invest-
ment that is required for it to establish itself. Therefo-
re, whatever ‘market equilibrium' we observe for a particu-
Tar system will depend not only on its precise history, but
even on the 'size' of investors that have as yet remained

'
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Fig.1l4.
Similarly, the particular strategies of different en-

trepreneurs also determines which stationary state is attai-
ned by the system, as is shown in figure (20) where we show

the possible effects on the market of the decision of a firm

to reduce its profit margin. The long term result depends

on the type of retaliatory measures adopted by its competi-

tors, and in particular depends on their 'reaction times',

for if these are too Tong then they may fall below the sur-

vival threshold.
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We see the dirrepressible tendency of an ‘'unstructed
system' of initially equal sized firms to 'structure' or or-
ganise itself into a hierarchy of firms, each with different
power, to act on the future evolution and the tendency for
this structuration to Tead to collusion, cooperation and in
general an escalation of the 'scale' of coordination invol-
ved in the competition. Such a model offers us the basis
for an understanding of the origin and evolution of organi-
sational hierarchy in an dinitially unorganised situation.
Ofcourse many other studies have been made using these sim-
ple equations, exploring the effects of different market
strategies, of cartels, of product specialization etc. but
we shall not discuss these further here. (Allen, Frere and

Sanglier, 1980).
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The most important point of principle is that our ana-
1ysis shows us that for the same population, having the same
'value system', for .the same technology and the same pro-
ducts, the flow of goods in a given market can be bath qua-
Titatively and quantitatively different depending only on
the 'history' of the system.Thus the fundamental diagram of
"supply' and 'demand' (fig.(16)) is misleading because TE
can only be constructed in re trospect. It refers to a par-
ticular outcome, and the intersection could have been else-
where. Our model shows us that the 'free market' is not
equally open to all agents, since the possibility of succes-
sful implantation on an existing market depends on the size

of initial investment that can be made.

qther historigs

pﬁce supply

quantity

Fig.(l6).

Also we see that under some slow change in the parame-

ters of the system (e.g. market size, or economies of scale
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current interest rates) then a relatively sudden re-organi-
zation of the pattern of the consumption could occur when
the previous one become ynstabTe. In such changes, relati-
vely small differences of possibly random origin or new ini-
tiatives (fluctuations) would prove decisive in the forging
of a new structure. Our image of a market system is there-
fore that of a dynamic 'game' with a varying number of
players and stakes, where periods of ‘adaptive' jockeying
are separated by successive 'crises' or periods of major re-

organisation (Day, 1980).

If we consider the long term evolution of our market
system then ofcourse the effects of 'innovations' will be of
great importance. In general these innovations will occur
insome sense, around existing dimensions and structures,
causing the system and the 'va1ﬁes' of the population to
evolve into new directions, so that societies with different
histories will exhibit not only different socio-economic
patterns but also in the long run,different 'value systems'.
For example, in western society, the automobile was conside-
red simply as an amusing Tuxury only some 40 or 50 years
ago, but the evolution of the system as a whole has Tled to
the fact that it is now viewed as a basic necessity for mil-
lions, Similarly, it seems clear from this point of view

that the impact of one society on another is a complex and
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dangerous phenomena, invelving a clash of values which the
market does not necessarily 'translate' in a neutral manner.
Ofcourse, it remains true that the 'market' system does ne-
vertheless involve aﬁ exploration of the potential demand
among the population for different goods (although it may be
imperfect) while this is not necessarily the case for a
'planned economy'. For such a complex system as this there
is probably no simple answer to the problem of how the eco-

nomy should ‘best' be run, but then why should there be ?

A11 these points and difficulties are raised clearly
when for example, we'apply the methods of analysis outlined
above to study the evolution of a market in its two spatial
dimensions. Recently, urban evolution has been considered
from this point of view. We shall not give the details here
but simply describe the important points concerning this

evolution, which our paradigm of self-organization reveals.
3. THE EVOLUTION OF URBAN STRUCTURES

The urbanization of a region can be studied as econo-
mic functions are introduced at different point in the sys-

tem, and either find a sufficient market and grow, or are

eliminated by the competition. The structure that emerges
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depends on the timing and location of the launching of each
economic function, as is therefore merely one of many 'pos-
sible’ structures which are compatible with the equations
representing the economic inter&ctions. It is through the
action of elements not expTiéit]y contained 1in those equa-
tions (fluctuations and historical ‘accidents') that the
choices are in fact made at the various bifurcation points
which occur during the evolution of the system. Thus the
spatial organization of a region does not result uniguely
and necessarily from the 'economic and social Taws' enshri-
ned in the equations, but also represents a ‘memory' of par-
ticular specific deviations froﬁ average behaviour. This
has been described in detail elsewhere (Allen and Sanglier,
1979}, and we shall turn instead to the question of the evo-
lTution of urban structure within a city (Allen, Boon and

Sanglier, 1980).

In agreement with much previous work, particularly for
example the philosophy of a Lowry type model, first we con-
sider the basic sector of employment for the city, and in
particular two radically different components of this, the
Tndustrial base and the business and financial employment.
Next we consider the service employment generated by the po-
pulation of the city, and by the basic sectors, supposing

two Tevels, a short range set of functions and a long range
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set. The residents of the city, depending on their type of
employment etc. will exhibit a range of socio-economic beha-
viour, and for this we have supposed two populations corres-

ponding essentially to 'blue' and 'white' collar workers.

The next phase of the modellng is in attempting to
construct the interaction mechanisms of these variables,
which requires as we have discussed, knowledge of the values
and preferences of the different types of actors represented
by the variables, and ofcourse how these values conflict and
reinforce each other as the system evolves. In fig.(17) we
show the basic interaction scheme for six variables whose
mutual interaction leads, we suppose, to many of the impor-
tant features of spatial structure. These variables reflect
the decisions, particularly locational decisions, of six ba-

sic types of actor.
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We then construct our kinetic equations as in the pre-
vious section expressing the evolution of each variable, 1in

each Tocality. As an example, let us write explicitly,

*_axt (STSA; - o)
dt ! 2 Avj

which expresses how the number of residents of socio-econo-

(9)

mic group k, at the point i, Xy, | change in time by the re-

sidential decisions of the sum of all those employed in the
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different possible sectors m, whose jobs are located at j.
K

Thus, Aij is the attractivity of residence at i as viewed by

someone of socio-economic group k, employed in sector m at

the point j. - .
P 4 cooperativity distance
—bKAH

A" _ y"“ﬁ-dkxf) Q.
4] (%" & Z« P ZL?LL) «crowding

(10)
v o b* =characteristic constants

These include the considerations of cost and time in tra-
vel to work, the price of land, pollution and noise levels

etc., as well as the character of the neighbourhood.

We have written down similar equations for the other
actors, which in brief express, for example, the need for
industrial employment to be located at a point with good ac-
cess to the outside, and for a large area of job, as well as
some 85% of their workforce being taken to be in the Tlower
socio-economic group. We have also added the fact that the
interdependence of many industrial activities leads to a
preference for locations adjacent to established industrial
locations. This term also covers many subtle effects of the
infrastructure that grows around existing situations. The
main effects are all noted on the interaction scheme of fi-

gure (17},

Here we shall briefly describe some of the simulations



that we have made using our simple model. In the first ca-
se, we have looked at the evolution of a centre, which ini-
tially is only a small town, but throughout the simulation,
due to population growth and expanding external demand from
the industrial and financial sectors the town grows, sprea-
ding and sprawling in space as it does, and also developing

an internal structure.-

® shops

[Jspecialized services

white collar

% blue collar

mesh shows density

transport
Fig.(18). eBeEn

The initial condition of the simulation is shown in
fig.(18). After 10 units of time, the sitution has evolved
to that shown in fig.{19), where already, an internal struc-
ture has appeared. Industry, commercial and financial em-
ployment are all still located at the centre, butrnow we ob-
serve residential decentralization, particularly on the part
of the upper socio-economic group. The centre is very den-

sely occupied and is strongly 'blue collar'.
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As the simulation proceeds however, at around 15 units
of time, this urban structure becomes unstable. It is not a
question of simply growing of shrinking, what is at issue is
the qualitative nature of the structure. For, at this point
in time, the very dense occupation of the centre is begin-
ning to make industrial managers think about some new beha-
viour. For some of them the cost of continuing to operate
in the centre, is making them contemplate the abandonment of
the infrastructure and mutual dependencies that have grown
up with time. At this point, as for a dissipative structu-
re, it is the fluctuations which are going to be vital in
deciding how the structure will evolve. At some point there

is an initiative, when some brave (if 1t works out, stupid
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if it doesn't) individual decides to take his chance and to
try to relocate at some point in the periphery. Where exac-
tly, will depend on his particular perceived needs and op-
portunities. However, what is important is that whereas,
before this time such an initiative would have been 'puni-
shed' by being less competitive, now, around t = 15, the op-
posite is true. Once the nucleus is started, and ofcourse
its own infrastructure begins to be installed, so almost all
the industrial activities decentralize, and establish them-

selves in this new position in the periphery.

At this point, many different initiatives could succed
in carrying the system off to some particular new state of
organization. However, those which succeed with the least
effort are the industrial nuclei 1in the periphery, Tlying

along the communication axis.

From this point on, however, the locational decisions
of the 'blue collar' workers are particularly affectd by the
fact that their value systems are now based on the fact that
industrial employment has re-located in the south-western
corner of the city. Thus, the spatial distribution of blue
collar residents in the city starts to change, having in a
sense a new focus. This inturn acts on the locational choi-

ces of the white collar workers, who find space easily in
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the regions of the city less favoured by the blue collars,
and whose spatial distribution adjusts accordingly. Changes
in the distribution of 1local service employment also then
occur, and the.whole structure evolves to the pattern shown
in fig.{23) by time t = 40. Here, we see that we have ac-
tually displaced the centre of gravity of the urban centre,
and have an urban structure which ressembles two overlapping
urban centres of different character. 1In the south west we
have predominantly working class, industrial satellite, whi-
le, the original city centre is a C.B.D. and important shop-
ping and commercial district, with predominantly white col-
lar suburbs stretching away from it on three sides. In this
part of the city, it is the second ring that has attracted
the lTocal shopping centres, while in the industrial satteldq-
te, it is the heavily populated, industrial district itself
that has become an important shopping centre. From our si-
mulation we can calculate traffic patterns, travel distances
and energy costs and we find a complicated behaviour for

these.
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Fig.(19). By time E-40 , the urban structure has changed
qualitatively from that of fig.{9). It has developed a se-
cond focus, and has structured functionally. That is, one
centre is essentially an industrial stellite, while the tra-
ditional centre has become largely a CBD and the important
shppping centre. We may also note that in the traditional
centre, the retail employment has moved outwards to the se-
cond ring, (suburban shopping centres), while in the indus-

trial centre the retail employment is still centralized.

This shows us the dangers involved in global modelling,
for on that scale, what we see is an apparently inexplicable
change in behaviour, in which the distance travelled per
person, and the average energy consumption per person stops
rising and even decreases. Only a model which can describe
the internal restructuration of the city could have predic-

ted such a change, and linear systems theory, and input-out-
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put flow models would have to be re-calibrated at this
point. In other words, relationships between global varia-
bles of complex systems nearly always involve non-linearity
and a systems analysis which assumes linearity will on--
1y be reasonable in the short term, or in a neighbourhood of

the calibration.

CONCLUSIONS

One of the most important points that arises from our
discussion and simulations concerns the level of explanation
which is aimed at by a model. If we approach a complex sys-
tem with a desire to model it so that we may understand its
evolution and direct our policies more rationally, then
clearly, we must first set up what we consider to be tThe
‘structure' of our system. However, if this structure sim-
ply reflects the 'structure/function' present in the system
at the initial moment, and we then calibrate the 'model’ on
this initial state, then any 'prediction' that the model ma-
kes assumes that the function and structure do not change.
This may be quite wrong. Qur point of view, derived from
the concepts underlying dissipative structure, is that the
initial structure/function of the system (pattern of con-

sumption, or where different popultions and jobs are loca-



ted/traffic flows between them) is itself the result of an
evolutionary process which, after a particular history in-
volving both macroscopic and microscopic factors, was esta-
blished in the system. Because of the existence of multiple
solutions, in fact the dynamic equations of the macroscopic
variables (the 'model') are ambiguous and could have given
rise to ‘other' structures if the particular history has
been different. Thus, if we admit that the particular ini-
tial structure/function of the system with which we start is
a 'special case', and that micro factors outside the model
led to its establishment, then we must also admit that this
will be true of the future evolution. In other words, the
future will also have its ‘'historical accidents' when we
look back on it, and although the importance of such events
is often widely accepted as concerns the past of a system,
modellers have in general not seen the implication for the

future.

In order to build models which can cope with such pro-
blems, we must therefore look for the underlying interaction
processes which can give rise to the many different structu-
re/functions that are observed for different circumstances
and histories. The basis of such a search must be human be-
haviour, outside of explicit statements about space. Thus,

the 'structure' of the model should not explicitly contain
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spatial structure, but this should result from interactions
of the humans in the system as they make choices according
to their value systems and constraints, choices which arise
because of partich1ar initiatives by other actors in the
system following the same program but viewed from a difffe-
rent place, and role in society. Part of the choices is in-
deed that relating to the evolution of the numbers of indi-

viduals in each role, and the invention of new roles.

If we look at our interaction diagram for the intra-ur-
ban, then we see that this type of approach is indeed ini-
tially non-spatial. Thus the interaction cheme could per-
fectly well exist with identical values of variables at each
point of the system. It 7s, potentially, totally symmetri-
cal. However, because of fluctuations, both in the 'real
world' and in the 'mental maps' of individuals, can explore
situations which are 'richer' than reduced description of
the world which is a model, so this symmetry can be broken,
and having been broken can be amplified if some actors per-
ceive an advantage in the new behaviour, and have the ‘po-
wer' necessary to adopt it. Thus evolution is always cha-
racterized by events in which 'abnormal behaviour' becomes
‘normal behaviour', when 'informal structure' becomes 'for-
mal'. Small fluctuation are amplified by the advantages

perceived by at Teast some of the actors. Even if such ad-



vantages correspond to disadvantages for other actors, then
it would depend on the 'power' or 'leverage' of the opposing

groups as to whether or not the changes would take place.

Clearly decision is related to perception and by mani-
pulating finformation one can change the evolution of the
system. Both direct advertiring and propaganda as well as
social pressure in the form of fads and fashions can create
desires and frustrations which may mark the system permanen-
tly. Values, it seems, are not the simple, self-evident
certainties which we may have belfeved. Even such 'sure-fi-
re' values a maternal Tove havelrecently been shown to be
subtle and changing. What must face is that almost all our
everyday actions are not the expression of an absolute ra-
tionality, but the result of a dynamic dialogue between
'system' and 'values', between 'supply' and 'demand', during
which bifurcations occur. Their rationality is simply con-
ferred on them by the society 1in which they are thought
'normal', where they have evolved, and they can, and will,
change. The problem of policy making in a world with chan-
ging values is indeed a fundamental one. If we are to ever
be able to understand such an evolution, then our models
must not simply say : the system is organized Tlike this.
They must also examine the question, why is it Tike this ?

The reply will involve necessarily an understanding of the
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reasons for fts stability, and this in turn will] allow an
appreciation of its potential instability, and of the new
dimensions and Tlevels of organization that be created

{Jantsch, 1980).

Summarizing the main points made above then, we have
examined the behavioural basis of our models and shown how a
more systematic inclusion of multiple criteria (both quanti-
tative and qualitative) can be put into the equations. An
important general point that arises is that a structural re-
organization of say the urban space, leads to a correspon-
ding reorganization of the mental maps and values of the va-
rious actors. The symmetry breaking properties of non-1i-
near systems lead to a corresponding expansion of the dimen-
sions of the actors value space. For example, in the case
of an initially circular city, the variables and parameters
of decisional criteria can all be expressed in terms of the
scalar distance from the centre. Once the circular symmetry
is broken, however, the value space expands to include all
the angle dependent possibilities. Similarly, when all cars
where black, the question or value attached to colour was of
no importance. Once the symmetry had been broken, however,
and cars of other colours appeared, then a new dimension 1is
created in the value space of buyers and finally can become

an important factor in sales.



Complexification feeds on itself because it creates
new situations and dimensions, which widen the experience of
people and create new tastes and qualities, leading to new
behaviours and to further comp]exification and to the crea-
tion and destruction of patterns and organizations. Only a
much more profound understanding of such self-organization,
whose complex nature is merely glimpsed in the above, can
help us steer a course in such an unfolding universe of

self-discovery.
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