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ABSTRACLCT.

Tt is well known that statistical decision for Weibull distribution
when the shape parameter o < 2 has various dificulties. In this paper,
an asymptotically normal estimator of any quantile for probabilities dif-
ferent from 0 and 1 is given and shown that has asymptotic efficiency 1
when & < 2; the same estimator for a = 2 is shown not to be asymptotical-

ly normal and with asymptotic efficiency lower than 1.
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I. Introduction.

The estimation of location and dispersion parameters () and § > 0)
in Weibull distribution Nu[[x - A)/8), where Nu[z] =01if z < 0 and
Hu[z] =1 - exp(-z%*) if z 3 0, o > 0, when the shape parameter (q) is
known, can be split according to q ¢ 2 or q¢ > 2. If a > 2 the maximum
likelihood (ML) method works as usual because regularity conditions (Cramer
(1946)) are valid, the ML estimators (X, &) of (), &) are asymptotically
binormal and the estimator 8 = J} + X8 of any quantile 6 = X + x3 is
asymptotically normal. As regularity conditions fail for a < 2 the status
is, then, different, with some paradoxical results: if a ¢ 1, the sample
minimum is an "hyper-efficient” estimator of A, in Dubey (1966) expression,
as any positive statistic taken for estimator of § maximizes the likelihood
(being infinite for X = minimum); see also Mann, Schaper and Singpurwalla
(1974); lighter difficulties appear when 1 < a < 2. Analagous problems appear
in the forecasting for a future sample: see Tiago de Oliveira and Littauer
(1978) for some details and, also.,the consideration of the regularity region
(e > 2). See Tiago de Oliveira (1880) for a method of decision on the values
of alg2).

As for a > 2 we have efficient ML estimation we will study, only, the
estimation of any quantile 6 = A + X§ with U-cwh[x]< 1, 1.e., 0 < x < 4o
if a £2. For the estimator proposed we will obtain the expression of its

asymptotic(variance) efficiency, and show that for ¢ < 2 this efficiency is 1.

.The estimator of the guantile when a<2: Let {x1,...,xn] be a sample of

independent observations with the distribution wu[[x - 2)/8) with g(0<a <2)
known.
If A = lu is known, the ML estimator {SD] of ¢ is given by the equation 5% (x)

- {xi - AD]ufﬁ, As the moments of the reduced Weibull random variables
1

L

Z., = [xi -A)/ ¢ are given by pé (a) = M(2P) = fam zP d W (2)

N £ r{1 « p!"u]

&P r(2) = g

It

it is immediate that the mean value of 5% is given by M [353



and the variance of Enu is given by

V(8% = 62%(r(3) - r*(2))/n - 52%7.

Thus by the central limit theorem we see that /F‘tﬁg _ 6%)/6% is
asymptotically standard normal and, by the 6-method, also vn a[ﬁu—ﬁ]fﬁ

is asymptotically standard normal.

Consider now the general case (with A and 6>0 unknown) with O<a< 2,
where the ML method results can not be applied.

As ln[x] = min [x1.....xn] (>X) has the distribution function wu {nl}“
(1 - A)/8) we see that M(1 (x)) = M (A + 81 (2)) = A + su; (a)/n'’® and

the variance is

2
Vi1 () = 82 V(L (2)) = (u'? (@) - 't (a)) §2/n /o,

Thus 1n[x] M:9* ) and, consequently, ln[x] E-k. The last result can be

obtained directly from the distribution function of ln[x]. Note that the
variance U[ln[x]J converges to zero more quickly than 1/n if a<2 which
explains the results obtained below about the estimator proposed.

Owing to the quickest convergence of ln[x] to A, the expression of Snu

suggests the consideration of the statistics

L

§+% (x) ? (x,-1 [x]]ufn = 6% 6% (2).
1 i n
We have evidently O <6* (z). It is sufficient , to prove the asymptotic
normality of 6*(z), to show that
M 62 () - 8% 20 > 0.
Once proved this result we see that /n (60 (x) - §%1/8% and, thus,
/i al&*(x) - 8)/6 are asymptotically standard normal.

For O<qg 1, @S a* &« B* :;»,.(aq-b]u (a, b >0), we have

o O _1
/n (8, (z) - 8 (2)) = o

e ™

a o
{zi = {zi - ln[z}] } €

< /n 1: (z) - 0,

as followsfomthe distribution Huﬁn1ﬁ 1(z)) of ln[z]: for 1€a< 2, as



PL 2.%. (z, -1 (z))%) <« 1 (2) (z. - 1) <'a 1_(2) § 2
1 > i ! n 1 1 n 1

with Deicln[z] we see that

8" () _6%¢ /a1 (2) -%— 21 K

3 i
because — g2 g4 Eu& 1 (a) = T'(2 - 1/a), which is finite when a>1/2 ,and

1 1
0 if a<Z.

i o s I N

/n 1n[z]

Thus we see that the statistic tn[xJ = ln[x] ¥ 1% §*(x) is an estimator
of B=A + X0 if xn+ X

Then /;(tnix] - A = x6) = /n x(6*(x) - 8) =

BN WO IR VIR G ORI CY £ o
if /;[xn -x)* 0, as /;[ln{x] = %) 5 0 as shown before. Thus, the asymptotic
distribution of
/H'a[tn(x} -08)/8x is the same of the /n al(8*(x) -6)/6 , i.e.,

standard normal. The asymptotic variance of tnEx] is xzﬁzfuz N

TII. A lower bound of the variance: Let, now, gn(x] be a quasi-linear estimator

of 8=\ + x8, i.e., such that
gn[u +Bzgl] = o + Bgn[xi][ Yo, ¥8 > 0) and let
M (g (x)) = X + Mg (2)) = X + & &, with § =X
n n n n
tn[x} is, evidently, a quasi-linear estimator.
From the guasi-linearity of (any) gn{x] we have
v [gnix]] = & U[gn(zll and, conseguently, we will obtain
a lower bound for V (gn{z]].
Denoting by Ln[xi|u, B) the likelihood of a sample [x1,...,xn] with
parameters of location a and dispersion B( >0) we hayve the relation
+ﬂﬂ
I veed g (xy) = B th[xil @ @) - Ln[xilﬂ, 1T dx, =

= o + EH{B - ¥

Putting in the integral relation a=0 we get



[2%00 (g (x,) - E) th[xiln, B) - Ln[xilﬂ, 1)1 dx, = & (B-1)

and by the Schwarz inequality we get
2 2 S 2 =
£ 28 - N7 € [0S (g (x)- E) L (x| 0, 103 dxy x

(L, (x4]0, B) = Ly(xs]0, 1))*

{m - It dxi
LnixilD, 1)
- V (g _(2)) [E%eg - N 1)
2 2
Thus we get U[gn[z)]} £% 1im = LB~ 4) = én
0 et (8 2 - B a? n

and thus for any estimator tn[x], with mean value A + xﬂﬁ, and asymptotic

variance x282/a® n the asymptotic efficiency is lim [Enzﬁzx'u.zn]f[xzﬁ2 Kﬁzn}=1.

e

IV. The case for Rayleigh distribution (a=2): Let us consider now the behaviour

of the statistic tn(x] = ln{x] + xnd*{x]. It was seen that ln[x] k. A and

§%(x) = § 6*(2) =//¥1- 0,2 _271 (2) —— 0 2, & 1%2) 56
n 1 1 n n: ‘3 T n
because

1 p 1 P
_I'_I_ ?Zi”"Ui [2]=T[2]=1,ngi+u

and ln[z] E 0 so that t{x) B A+ b= 0,

' (2) = I'(3/2)
1
As /Flln[x] _A)/8 has the standard Rayleigh distribution (a=2) we can
not expect tha asymptotic behaviour of tn[x] to be normal.
Let us obtain the asymptotic distribution of /E{tn[x] A - Xx8V6 =
= /n [tn[z] -x), passing once more to standard Rayleigh random variables
(z, = (x, = A)/8).
i 1

It is easy to show that

) o4 e e B2l B
2 n 1 1 n
as ', (2) = I'(3/2) = ¥1/2 and u% (2) = T(2) = 1.
/'t X 1 2 P
Consequently /E[tn(z] - x) = /n {{1--m§— ) lnEz] + —5 ( % ? zZ; - 111+ 0

and the asymptotic distribution of

/n (¢ (x) - 0)/6 = Vn (t_(2) _x) is the same as the one of



e o o il 1 }
n ((1 /2) 1_(2) = (= ? 25 ~ 190

We will show, below, that /E-ln(z] and ~%— ? Z; - 1 are asymptotically
independent.
Then, as fg—lﬂ[z) is a standard Rayleigh random variable and

n Pﬁ}— g zi - 1) is asymptotically standard normal,

we get
2 i .
Vit (2)) ~ {01 - Yiizz x)? (1 - )+ }n
so that the asymptotic (variance) efficiency is
2 2
eff & 178 = X
X*/4 + (1 - YT, 0%01 - 1/4) x> + (4 - 1) (1 - Y1/2.%)2
4 S = 4 -
whose asymptotic value (as yx+=) is A - P ) L e 0.60.

Recall that, the value of the variance efficiency is misleading because
the asymptotic distribution of t is not normal, as shown below.
A new estimator must be searched in the Rayleigh case.
It was proved in Tiago de Oliveira (1962) and Rosengard (1966) that the
inimum and the average are asymptotically independent. Let us prove it,
anew, in a simple and direct way.

Let us consider the moment generating function of Vﬁ'ln(z) and

/n 0—1— ? 22 _ 1)
n 1 1

1
6 (8, ¥ = M ef1tﬂ+¢ [?—?z Y .
n 1
- B/P'min [z ) + y/n P——— § 22 _ 1) 2
fro..flidz. e 1 2 2. 8ol J e
0 i i
2
i Z1 1 5 2
= 0 ﬁ;.rf dz1 E dzi EBJH‘Z1 + 9/ o o h E ~g = tix
2
" o]l % :
2z e 15" ﬂ [zi. e g “i} in the domain U¢z1<zili>1.=
400 LB B/ﬁ-Z + —? 22 - w/r? 4+ -{1 - rpf’/‘ﬁ]zz n=1
= n IU dz1 221 e 1e 1 vh <1 (fz 2 e dz) =
]
- wn 2 2
n ovn z, - n(1 -¥¥nz Vo/2 e Bt
= 7 ¢ffan‘T g 92q 2dz, e 1 1+ e Xfq © thdt

which shows the asymptotic independence of the two summands.



Thus the distribution of J;-[tn[x] - 0)/6 is, asymptotically, the
one of (1 - Yir/2, X) R + /2 N where R and N are independent, R is a
standard Rayleigh random variable and N a standard normal random variabl-~.
The asymptotic characteristic function of (1 - /;?2.11 R+.X o2 N
18, ‘thus,
-s%/2

co - 2
F(s) = e X IE g% = L5 o bdi

and the corresponding density, obtained by inversion, is

1 40 _1%s . - + -tz- (t - ){]22’2
'F{XJ=T_]-T1'JFW =] ¢(s) dE':—v”.Z—w_ID t e

dt.
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