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ABSTRACT.

It is well known that statistical decision for Weibull distribution

when the shape parameter a < 2 has various dificulties. In this paper,

an asymptotically normal estimator of any quantile for probabilities dif-

ferent from 0 and 1is given and shown that has asymptotic efficiency a

when a < 2; the same estimator fora = 2 is shown not to be asymptotical-

ly normal and with asymptotic efficiency lower than 1.
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I, Introduction.

The estimation of location and dispersion parameters (\ and 6 > QO)

in Weibull distribution Wi OOx - 4)/8), where W, (2) = Oifz<0O and

Wfz) = 1 - exp(-z%) if z » 0, a > 0, when the shape parameter (a) is

known, can be split according to q < 2 org > 2. If a > 2 the maximum

likelihood (ML) method works as usual because regularity conditions (Cramer

(1946)) are valid, the ML estimators (X, §) of (, 6) are asymptotically

binormal and the estimator 6 = j{ + x8 of any quantile @ =. + x3 is

asymptotically normal. As regularity conditions fail for a < 2 the status

is, then, different, with some paradoxical results: if a < 1, the sample

minimum is an "hyper-efficient” estimator of A, in Dubey (1966) expression,

as any positive statistic taken for estimator of § maximizes the likelihood

(being infinite for X = minimum); see also Mann, Schaper and Singpurwalla

(1974); lighter difficulties appear when 1 < a < 2. Analagous problems appear

in the forecasting for a future sample: see Tiago de Oliveira and Littauer

(1876) for some details and, also,the consideration of the regularity region

(a > 2). See Tiago de Oliveira (1980) for a method of decision on the values

of af<2).

As for a > 2 we have efficient ML estimation we will study, only, the

estimation of any quantile 6 = A + x6 with O<W, (x)< 41, i.e., O< x < +0

if a<2. For the estimator proposed we will obtain the expression of its

asymptotic(variance) efficiency, and show that for q < 2 this efficiency is 1.

II.The estimator of the quantile when a<2: Let Ogeee eX) be a sample of

independent observations with the distribution W, 00x - \)/8) with g(0< a <2)

known.

If vA 5 % is known, the ML estimator (3) of 6 is given by the equation ce (x)

= 2 Og - Ago As the moments of the reduced Weibull random variables
1

. 7 * : ‘ _ ©) - -t® 20
Zz, (x, AJ/é are given by be (a) M(z°) Ip 2 a Witz)

it is immediate that the mean value of §% is given by M (4%
0 “a

TU1 + e/g)

" § r(2) = 6%



and the variance of ay is given by

VEB_7) = 68*CT(3) = F7(2II/n =Zp.

Thus by the central limit theorem we see that vn (35 - 6°)/6" is

asymptotically standard normal and, by the 6-method, also ¥n a(8,-5)/5

is asymptotically standard normal.

Consider now the general case (with A and 6>0 unknown) with O<a< 2,

where the ML method results can not be applied.

As 1,60 = min (OxpeeeeeXy) (>A) has the distribution function W, (nia

1 - A)/5) we see that MO, 6) eM A+ 61,(2) =d+ bu, (aa /n/a and

the variance is

2

VOGa) = 8? vl(2)) = (ut? (a) = wt? (a)) 6?/n fa,

Thus 160 ™34° \ and, consequently, 160 fy. The last result can be

obtained directly from the distribution function of 100. Note that the

variance vO, 60) converges to zero more quickly than 1/n if a<2 which

explains the results obtained below about the estimator proposed.

Owing to the quickest convergence of 1,00 to \, the expression of sy

suggests the consideration of the statistics

sto) 2B G,- 100097 = 6% 8% (2),
1 i on

We have evidently 0 <é* (z). It is sufficient , to prove the asymptotic

normality of 6*(z), to show that

Wr (8,0 (2) - 6% 2) & 0.

Once proved this result we see that va (8*" (x) - 6°)/8" and, thus

Ym al g(x) - 6)/6 are asymptotically standard normal.

For O<ag¢ 1, aS at + b% > (a+b) (a, b 20), we have

a a 41 a a
Ya (8,°(z) = 6" (2)) = go-@,- 12" «

< Yn(2) +0,

as follows fromthe distribution won" 1(z)) of 1(2s for 1€a< 2, as
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with O<iel,(z) we see that

We G82) 8%¢ Harte B27 So
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oat Bu (a) = T(2 - 1/o), which is finite when a>1/2,and
because Bz

roa

O if a<2.
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Yn 1(2)

Thus we see that the statistic tba = 100 +X, 6*(x) is an estimator

of 0=A + x6 if xe Xe

Then Y(t(x) - & - x6) - va x(6"(x) - 6) =

= Ye G,00 - A) + Mm Oy, = 0 800 Bo

if nlx, -x)? 0, as YaGd - A) © 0 as shown before. Thus, the asymptotic

distribution of

Ya a(t, (x) -0)/6x is the same of the Yn a(d*(x) -6)/6 » i.e,

standard normal. The asymptotic variance of tba is x767/a? on.

III. A lower bound of the variance: Let, now, 8,60 be a quasi-linear estimator

of 6=\ + x6, i.e., such that

tO) is, evidently, a quasi-linear estimator.

From the quasi-linearity of (any) 8,00 we have

Vv (g 60) = 6? Vlg(2) and, consequently, we will obtain

a lower bound for V (g(2).

Denoting by Loy a, B) the likelihood of a sample (yee nex) with

parameters of location a and dispersion B( >0) we have the relation

i
Served (ei beg) = &) (Lox, a, 8) - Lb, |o, 1) dx,=

=a + 6,68 - 1).

Putting in the integral relation 4=0 we get



a .
Sree(w(x) - 5) (LG, lo. B) - Lox, lo. 410i dx, = &,(8-1)

and by the Schwarz inequality we get

52-4)? 6 Set (aby) 6)? Litxy] 0, 12H ax, x

2

PPall (eg txg|0. 8) = Labxrlo, 99? 9 ax,
Lb, lo, 1)

= V (g(2)) {8%C2 - prak
(B - 1)? En?

Thus we get V¢g, (239 en By a2. By x a

- - a n

 

 

and thus for any estimator tod, with mean value ) + xX,o> and asymptotic

variance x26? /a? n the asymptotic efficiency is lim (28?/a?/(x78? /8? a1.

ne

IV. The case for Rayleigh distribution (a=2): Let us consider now the behaviour

of the statistic tod = 1,60 + x,O° G0. It was seen that 160 5 A and

og 2 6 atta «ef P22-21) + 22,+2a bs
n 1 oi n noiyoi n

a Bz, bus (2) = 12 =1, 28 zB (2) = 1(3/2)

and 1, (2) Fo so that tix) BA + xb= 8.

because

As Ynt1 Oo -\)/6 has the standard Rayleigh distribution (a=2) we can

not expect tha asymptotic behaviour of tba to be normal.

Let us obtain the asymptotic distribution of Yatt, Od -r-x6V5 =

=v (t(2) -x), passing once more to standard Rayleigh random variables

(zy = Ox, - A)/8).

It is easy to show that

 

Va (st(z) - 4-2 (4 822 -4- fai (z1 +0
2 n 1 i n

as pi, (2) = 1(3/2) = vn/2 and wy (2) = T(2) = 1.

Va x (1 2 P
Consequently Yntt,(2) - x) - vn {- ra } ij) +z —- g zi 4))>+ 0

and the asymptotic distribution of

Yr (tOd - 01/8 = vn (t, (2) -x] ds the same es the one of



x AYa (4 - ¥q/2) 12) + (=> fz, = 1s

We will show, below, that vn 1) and if Cay - 1 are asymptotically

independent.

Then, as Yn 1@ is a standard Rayleigh random variable and

vn (+ g z - 1) is asymptotically standard normal.

we get

z

ty +X Vit(2% (4 - Wiv2 x)? 1 -

so that the asymptotic (variance) efficiency is

 
erry x21 = ¢

7/444 - VO,xI71 - 174) x? + (4-0) 1 ~ Va/2,y)?
4whose asymptotic value (as x*~) is “Garo * sti = 0.60,

Recall that, the value of the variance efficiency is misleading because

the asymptotic distribution of t is not normal, as shown below.

A new estimator must be searched in the Rayleigh case,

It was proved in Tiago de Oliveira (1962) and Rosengard (1966) that the

inimum and the average are asymptotically independent. Let us prove it,

anew, in a simple and direct way.

Let us consider the moment generating function of Yn 1,@) and

wt $224)
n 1 oi

2

ne OP Az) ew Be 1)
ny Js

- 1) 2
™M2z, e7i) =

i

6,08, i =

« @/n min (z,) + wy (LB 22
Sre-flldz, @ i naa

J

© Ag wll gt _=n fgeet dz, faz, of" 24 + wr n° on yy ‘Mx
2

-Z4 n-1 -3 Z;2z,e°12 2 (Z.8 § i} in the domain Qez,<z,|4>1,=

we 2 2 2
n 45 dz, 2z, ee evn 24 ® oa 24> whey et - Wimz dz)".

4“

1
- Wn 2 2 2ne 8Y¥n z, - nt -Wr)z V°72 400 Ott= 7 Wai Io dz, 2dz, e 1 1+ e Xfg &  xX2tdt

which shows the asymptotic independence of the two summands.



Thus the distribution of Ya (tO) - 6)/6 is, asymptotically, the

one of (1 - Vit/2, x) R + x/2 N where R and N are independent, R is a

standard Rayleigh random variable and N a standard normal random variab!]-.

The asymptotic characteristic function of (1 - Yn/2.x) R +X ON

is, thus,

Bis) = eo?7? x reretst - eB dab

and the corresponding density, obtained by inversion, is

-t?.  - y7772
F(x) « Je yt eis $(s) ds =e t e dt.Zito
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